ResearchGate

See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/359080603

COVID-19 Identification Using Deep Capsule Network: A Perspective of Super-
Resolution CNN on Low-Quality CXR Images

Conference Paper - December 2021

DOI: 10.1145/3507971.3507989

CITATIONS

3

9 authors, including:

ﬁ Grace U. Nneji
3 Oxford Brookes College of Chengdu University of Technology

48 PUBLICATIONS 447 CITATIONS

SEE PROFILE

B Happy Nkanta Monday
v Oxford Brookes College of Chengdu University of Technology
53 PUBLICATIONS 584 CITATIONS

SEE PROFILE

All content following this page was uploaded by Grace U. Nneji on 09 March 2022.

The user has requested enhancement of the downloaded file.

READS
87

Jianhua Deng

‘ Peking Union Medical College Hospital
28 PUBLICATIONS 391 CITATIONS

SEE PROFILE

Edidiong Christopher James
University of Electronic Science and Technology of China
13 PUBLICATIONS 151 CITATIONS

SEE PROFILE


https://www.researchgate.net/publication/359080603_COVID-19_Identification_Using_Deep_Capsule_Network_A_Perspective_of_Super-Resolution_CNN_on_Low-Quality_CXR_Images?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/359080603_COVID-19_Identification_Using_Deep_Capsule_Network_A_Perspective_of_Super-Resolution_CNN_on_Low-Quality_CXR_Images?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Grace-Nneji?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Grace-Nneji?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Grace-Nneji?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Jianhua-Deng?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Jianhua-Deng?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Peking_Union_Medical_College_Hospital?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Jianhua-Deng?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Happy-Monday?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Happy-Monday?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Happy-Monday?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Edidiong-James?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Edidiong-James?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/University_of_Electronic_Science_and_Technology_of_China?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Edidiong-James?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Grace-Nneji?enrichId=rgreq-d0de66037999ab6c4c54cea187e2fa2d-XXX&enrichSource=Y292ZXJQYWdlOzM1OTA4MDYwMztBUzoxMTMxNzQ5OTQxNzM5NTIwQDE2NDY4NDE2MjE0MTI%3D&el=1_x_10&_esc=publicationCoverPdf

COVID-19 Identification Using Deep Capsule Network: A
Perspective of Super-Resolution CNN on Low-Quality CXR
Images

Grace U. Nneji*

School of Information and Software
Engineering, University of Electronic
Science and Technology of China
ugochinneji@std.uestc.edu.cn

Happy N. Monday
School of Computer Science and
Engineering, University of Electronic
Science and Technology of China
mh.nkanta@std.uestc.edu.cn

Abel Z. Yutra
School of Information and Software
Engineering, University of Electronic
Science and Technology of China
abelzenebe2014@gmail.com

ABSTRACT

Chest X-ray has become a useful method in the detection of coron-
avirus disease-19 (COVID-19). Due to the extreme global COVID-19
crisis, using the computerized diagnosis method for COVID-19 clas-
sification upon CXR images could significantly decrease clinician
workload. We explicitly addressed the issue of low CXR image
resolution by using Super-Resolution Convolutional Neural Net-
work (SRCNN) to effectively reconstruct high-resolution (HR) CXR
images from low-resolution (LR) CXR correspondents. Then, the
HRCXR images are fed into the modified capsule network to retrieve
distinct features for the classification of COVID-19. We demonstrate
the proposed model on a public dataset and achieve ACC of 97.3%,
SEN of 97.8%, SPE of 96.9%, and AUC of 98.0%. This new concep-
tual framework is proposed to play a vital task in the issue facing
COVID-19 and related ailments.

CCS CONCEPTS

« Computing methodologies — Artificial intelligence; Com-
puter vision; Computer vision problems; Object identifica-
tion.
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1 INTRODUCTION

COVID-19 is a transmissible respiratory disease spreading across
the world [1]. As of November 12th, 2021, there had been over 5
million deaths and over 252 million confirmed cases [2]. Reverse
Transcription Polymerase Chain Reaction (RT-PCR) is the golden
standard for diagnosing COVID-19. However, this manual method
of using throat swabs and nasopharyngeal are affected by small viral
load and sample errors. More so, RT-PCR [3] is complex, takes much
time, requires multiple tests for a definitive result and relatively low
sensitivity. With the drawbacks of RT-PCR, computed tomography
(CT) and chest X-ray (CXR) are other radiological techniques [4, 5]
for identifying and assessing the seriousness of the virus. Despite
the fact that CT imaging offers higher specificity and sensitivity
[5], CXR imaging seems to be the norm in screening protocols
because of its quickness, affordable, minimal invasive, and requires
less logistical effort to implement.

Within the few years, several methods and DL frameworks for
identification of COVID-19 based on CXR images and other medical
dataset have been published with classification accuracies greater
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than or equal to 90% [6] - [9]. In [10] a deep anomaly-based tech-
nique was used to identify COVID-19 and achieved sensitivity (SEN)
of 96% and specificity (SPE) of 70%. Another study was conducted in
[11] using CNN for feature extraction and LSTM for classification,
99% was achieved as the classification accuracy (ACC). Utilizing
Pre-trained Xception architecture, the researchers of [12] adopted a
design for COVID-19 identification achieving ACC of 97%. Another
paper [13] proposed DarkCovidNet model for an early detection
of COVID-19 case while using heatmaps to assist radiologists to
segment the affected region in the CXR and achieved 98.07% and
87.03% ACC for binary and multiple classes respectively.

Khan et al. [14] presented a DCNN model based on pre-trained
Xception architecture and achieved precision of 93.0%, ACC of
89.6% and recall rate of 98.2% for multi-class dataset. Four deep pre-
trained CNN architectures were utilized in [15] achieving sensitivity
of about 98% and specificity of approximately 93%. Five deep neural
networks have achieved great performance in the identification of
COVID-19, control and pneumonia images in [16] and achieved
high ACC, SEN, SPE of 96.78%, 98.66%, and 96.46% respectively.
Using the MobileNet-V2 network, an ACC of 96% was achieved
for binary class, while 94% ACC was obtained for multi-class. A
network trained from scratch and combined with a pre-trained
network with fine-tuning for feature extraction was suggested in
[17].

Above all, the DL methods are based on network algorithm vari-
ations, with little attention paid to the variability factors such as
image resolution and quality which is a major concern and requires
to be addressed before being implemented in medical environment.
Furthermore, most state-of-the-art works have adopted deeper con-
volutional neural networks which could suffer gradient vanishing
problem and loss of spatial details due to the max-pooling opera-
tion, thereby reducing the impact of the proposed approaches. With
all these considerations, this article employed a super-resolution
CNN model to improve the low resolution of the actual CXR images
with no loss of restoration ACC and introducing a modified cap-
sule network for the classification of COVID-19. The following is a
breakdown of the paper’s structure. The approach and proposed
framework architecture is presented in section 2, while we con-
ducted the experiment analysis in section 3. Finally, we presented
relevant discussion and conclusion in section 4.

2 METHODOLOGY

This section introduces the super-resolution technique and our
proposed network architecture.

2.1 Super-Resolution Network

SRCNN makes up the super resolution network which recaptures
high-resolution images from low-resolution images. Patches are
drawn out from the low-resolution image Y, and each patch is de-
picted as high-dimensional detail map. These high-dimensional vec-
tor feature maps are non-linearly mapped onto a high-dimensional
vector representing a high resolution patch. Finally, the high resolu-
tion patch representations are aggregated to produce high-resolution
images that closely resemble the ground truth X. F; represents the
patch extraction of the first convolutional sheet in Equation (1).

F1(Y) = max(0,W; * Y + By) (1)
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The filter and biases are denoted by W; and By, respectively, and the
convolutional operation is denoted by *. In this case, W; contains nq
support ¢ X fi X fi filters, where c is the channel count in the input
images and nj is the filter’s spatial size. F represents the nonlinear
mapping activity of the high-dimensional vector function maps
onto high-resolution patch of the second convolutional layer in
Equation (2).

Fo(Y) = max(0,W, = Y + Bap) (2)

The filter and biases are denoted by W» and By, respectively. W com-
prise of ny filters of size ny X f2 X f2, and By is a two-dimensional ar-
ray. Each nz-dimensional vector function performance corresponds
to a high-resolution piece required for reconstruction. The high-
dimensional vector feature maps that represent the high-resolution
patch are reconstructed into high-resolution images, which are
denoted by the letters F in Equation (3).

F(Y) = W3 = Fo(Y) + B3 (3)

Here, W3 equals to c filters of size nz X f3 X f3 and B3 corresponds
to c-dimensional vector.

2.2 Network Architecture and Implementation

For classification problems, the authors in [18] were the first to pro-
pose capsule network. Unlike traditional CNNs, which use scalar-
oriented neurons to represent the likelihood of the presence of
various attributes, the capsule network is built up of entity-aligned
vectorial capsules. In retrieving intrinsic and distinguishing proper-
ties of entities, capsule networks are far more stronger and robust
than ordinary CNNs [18, 19].

A key characteristic of this capsule formulation which is impos-
sible to achieve with CNN scalar neuron models is that the vectorial
orientation permits a capsule to learn and detect variants of a fea-
ture. The overall input in the convolutional capsule layers is the
weighted summation of all predictions gotten from the capsules
inside the convolutional kernel as seen in Equation (4).

Cj :Za,—j . U]/l

1

4)

Where Cj represents the sum total input to capsule j; the indica-
tor that depicts the degree of which capsule i activates capsule j is
called the coupling coefficient a;j, U;/;. The prediction Uj/i from
capsule i to capsule j is illustrated below in Equation (5).

(©)

Ui denotes the capsule i’s output and Wij represents the weight
network on the edge linking capsules i and j. A robust routing
method [19] decide the coefficient between capsule i and other
linked capsules in the above layer summing to 1. To ignite another
capsule, the robust routing method called routing by agreement
considers both the length of a capsule and its instantiation pa-
rameters. This differs from traditional CNN models which simply
evaluate probability. As a result, capsule networks are reliable and
more powerful at abstracting inherent object characteristics. Rec-
ollect that the capsule’s length is used to determine the likelihood
of an entity’s presence. Non-linear “squashing’ function activates
the convolutional capsule layers in ensuring a perfect probability

Uj/i = Wij - Ui
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Figure 1: Our proposed capsule network with wavelet pooling for COVID-19 Classification

estimation where short vectorial capsules have low likelihood, oth-
erwise high probability for the purpose of maintaining a constant
orientation. Squashing function is given in Equation (6).

lIcy11?
1+IGj1I?

S
1G]

j = (6)

In this study, the input size of the super-resolution images are
resized to 224 x 224 x 3 and fed into network. We utilized VGG16
model as the feature extractor due to its reasonable network depth
without performance degradation and better results on image classi-
fication task. VGG16 has 13 convolutional layers arranged in blocks,
3 fully connected layers and 5 max-pooling layers. To achieve better
classification performance and maintain the integrity of high-level
features, it is necessary to extract the high-level features of the
CXR images by removing the max-pooling layers in the second,
third, fourth and fifth blocks and replace it with discrete wavelet
transform (DWT) pooling layers in order to reduce the loss of spa-
tial details to the minimum so as to achieve reduction in dimension
without losing positional details. More so, The 3 fully connected
layers are removed and the max-pooling layer in the fifth block is
also removed without replacement in order to arrive at an output
of 14 x 14 x 512 feature vector. Furthermore, to preserve the spatial
details of the high-level extracted features, fi and to reduce the
vector dimension as well as to maintain dimensionality match with
the primary convolutional capsule layer, we added 2 convolutional
layers of 14 X 14 with kernel size of 256 and stride 0f 3.
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Thereafter, the spatial details are transformed into Primary Cap-
sule layers (PrimaryCaps) in form of capsules after the feature
extraction stage. Also, the max-pooling layer in capsule performs
feature down-sampling in order to reduce the network size. How-
ever, we adopted DWT pooling of K, x K, to replace max-pooling
layer and stride of Km direct to the feature maps of the last con-
volutional capsule layer. Only capsule with the longest vector are
kept while the rest are discarded in the K;, x K, kernel. To this
effect, the size of the network and capsule number are reduced and
leaving a selection of the essential capsules. Routing by agreement
is introduced to learn the spatial details in form of transformation
matrix. The connection strength of the digit capsule is controlled
by the routing coefficient. A high-level entity abstraction with a
global view is flatten to arrive at the feature embeddings.

More so, dynamic routing between two connected capsule layers
is utilized and the squashing function is used to normalize capsule
outputs. The probability that the capsule instance exists is repre-
sented by the length of the feature vector which is compressed to 1
with the help of a non-linear function. We added a convolutional
layer to the network in order to reduce the dimension. We introduce
a regularization term to enhance the robustness of the model. Then,
these embedding features is connected with a fully-connected (FC)
layer for feature integration and the network will decide using the
last FC layer as a softmax classifier to predict the result. The overall
architecture of the proposed capsule network is presented in Figure
1.



ICCIP 2021, December 16-18, 2021, Beijing, China

'

Cardiomegaly Consolidation

;L,’ \

Infiltration

Virus

Atelectasis Bacteria

COVID-19 Effusion

AN

~ Nodule

Healthy

P 3

Pneumothorax

Mass

Figure 2: COVID-19, healthy and other pneumonia related
CXR sample images

3 EXPERIMENTAL RESULTS AND
DISCUSSION

3.1 Model Hyper-Parameters

In this study, we trained our model for COVID-19 classification
using a modified capsule network while using an Adam optimizer
and dropout to avoid over-fitting, early stop techniques and a learn-
ing rate of 0.0001 in order to obtain an effective model with better
performance. In this work, we have examine how the model perfor-
mance can be influenced by tuning some hyper-parameters such
as dropout, pooling method, learning rate (LR), batch normaliza-
tion (BN) and optimizer (Adam). Also, we applied some evaluation
metrics in terms of ACC< SEN, SPE and AUC on our proposed
model.

3.2 Dataset

We gathered our data from two publicly source datasets for this
investigation. COVID-19 dataset was obtained from [20]. It’s worth
noting that all of our COVID-19 CXR comes from this dataset,
which has 250 COVID-19 CXR. We ended up with 162 COVID-
19 CXR scans after cleaning and sorting, since only images with
detectable radiographic signals are maintained, while all other CXRs
are eliminated. Our second dataset came from the NIH dataset [21],
which included scans of different pneumonia illnesses as well as
healthy images. Table 1 displays the number of CXR images in
the training and test sets, whereas Figure 2 depicts the CXR image
distribution in our dataset, which includes COVID-19, healthy, and
various pneumonia-related illnesses.

3.3 Performance Measures

We have applied some evaluation metrics in terms of AUC,SEN,
SPE, ACC and specificity on our proposed model. Equation (7) -
Equation (9) are the provided equation for the evaluation metrics.

TN +TP
Accuracy(ACC) = 7)
FP+TN +TP+FN
TP
Sensitivity(SEN) = ——— 8
ensitivity( ) FN TP (8)
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Table 1: Description of the Dataset
Dataset Training Set  Test Set Total
Atelectasis 130 32 162
Bacteria 130 32 162
Cardiomegaly 130 32 162
Consolidation 130 32 162
COVID-19 130 32 162
Effusion 130 32 162
Healthy 130 32 162
Infiltration 130 32 162
Mass 130 32 162
Nodule 130 32 162
Pneumothorax 130 32 162
Virus 130 32 162
Total 1,560 384

Table 2: Performance comparison with other state of the art
models with our proposed model

Model ACC (%) SEN (%) SPE (%)
Song et al. [22] 86.0 96.0  77.0
Tang et al. [23] 87.5 933 745
Wang et al. [24] 93.3 914  90.5
Zheng etal. [25]  90.1 90.7 911

Shi et al. [26] 89.4 90.7  87.2
Jin et al. [27] 95.2 974 922
Xu et al. [28] 86.7 87.9 907

Ours 97.3 97.8 96.9

Table 3: Performance comparison of our proposed model
with selected pre-trained models.

Model ACC (%) SEN (%) SPE (%) AUC (%)
DenseNet 94.7 95.2 94.8 95.1
ResNet-101 95.4 94.8 95.6 94.8
MobileNet V3 95.3 94.9 95.2 95.7
EfficientNet 95.9 95.7 94.9 95.3
Ours 97.3 97.8 96.9 98.0
TN
Specificity(SPE) = ————— 9
peci ficity(SPE) = ——— ©)

3.4 Result Analyses

Peak Signal to Noise Ration (PSNR) and Structural Similarity In-
dex Metric (SSIM) are two important metrics for the evaluation
of image reconstruction and enhancement. Figure 3 illustrates the
performance of the super-resolution network in terms of PSNR and
SSIM trained on Chest x-ray dataset, thus obtaining a satisfactory
improvement in PSNR value of 32.85db and the SSIM of 0.9308.
The PSNR value is reported on the left and SSIM is on the right
as presented in Figure 3. Our proposed model has illustrated some
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Table 4: Performance evaluation of our proposed model
based on different hyper-parameter tuning on our dataset
with Adam optimizer.

Proposed model +
Wavelet pool +
BN + Adam
Accuracy (%)

Proposed model +
Max-pool +
BN + Adam

Accuracy (%)

Hyper-parameter

LR (0.0001) + Dropout (0.25) 95.9 94.4
LR (0.0001) + Dropout (0.50) 97.3 95.8
LR (0.0001) + Dropout (0.75) 96.1 95.1

Table 5: Performance evaluation of our proposed model
based on different hyper-parameter tuning on our dataset
with Root Mean Square Propagation (RMSProp) optimizer.

Proposed model +  Proposed model +

Hyper-parameter Wavelet pool + Max-pool +
BN + RMSProp BN + RMSProp
Accuracy (%) Accuracy (%)
LR (0.0001) + Dropout (0.25) 96.1 94.3
LR (0.0001) + Dropout (0.50) 95.3 93.6
LR (0.0001) + Dropout (0.75) 94.9 93.1

Table 6: Performance evaluation of our proposed model
based on different hyper-parameter tuning on our dataset
with Stochastic Gradient Descent (SGD) optimizer.

Proposed model +
Wavelet pool +
BN + SGD
Accuracy (%)

Proposed model +
Max-pool +
BN + SGD

Accuracy (%)

Hyper-parameter

LR (0.0001) + Dropout (0.25) 94.2 92.6

LR (0.0001) + Dropout (0.50) 94.7 91.7

LR (0.0001) + Dropout (0.75) 92.9 90.2
. SRCNN

Original LR (32.85/0.9308)

Figure 3: Quantitative results of the SRCNN on CXR dataset.

The PSNR value is reported on the left while the SSIM value
is reported on the right for the whole region.

Table 7: The Distribution of Relabeled Data

Label Class Number Percentage
0 No RDR 548 45.6%
1 RDR 652 54.4%
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Figure 4: Training and validation curves showing the perfor-
mance of our proposed model and the pre-trained models.

1.0 4

’ —
0.8 4 77
20.6
=
A 0.4 i— DenseNet (AUC = 95.1%)
‘ | ResNet-101(AUC = 94.8%)
| EfficientNet (AUC = 95.3%)
02+ | MobileNet V3 (AUC = 95.7%)
I Ours (AUC = 98.0% )
0.0 T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0

1 - Specificity

Figure 5: ROC showing the performance of our proposed
model and the following pretrained models.

performance results in Figure 4. Figure 4 displays the validation
ACC and training ACC of the capsule network and the other mod-
els. However, our proposed model performs better than the other
models with a higher margin, thus making our model have greater
potential in clinical application. Another important metric is the
Receiver Operating Characteristics (ROC) curve. The ROC curve
measures the overall ACC in terms of AUC as shown in Figure 5,
indicating that our model demonstrates a satisfactory balance be-
tween sensitivity and specificity by minimizing the error rate of the
false positive and maximizing the true positive rate. Table 2 shows a
comparative study of other researches for COVID-19 classification
and it illustrates that our method outperforms other models. Table
3 presents the performance comparison of our proposed capsule
network with selected pre-trained models in terms of ACC, SEN,
SPE and AUC. The result indicates that our proposed algorithm is
effective. It is worth mentioning that our proposed model performs
optimally to hyper-parameter tuning as depicted in Table 4.
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Table 8: Comparison of our model with selected pre-trained
model on the MESSIDOR dataset

Model ACC (%) SEN (%) SPE(%) AUC (%) Time (min)
ResNet-50 96.8 96.7 95.9 95.4 20.7
Inception V3 96.1 95.0 95.9 96.2 21.6
MobileNet V2 95.6 96.1 95.2 95.9 19.5
Ours 97.3 97.9 98.6 98.8 18.2

Table 9: The Evaluation Result of the proposed Network
with and without super resolution (SR)

Model ACC (%) SEN(%) SPE(%) AUC (%)
Proposed network without SR model 95.9 95.7 96.6 95.3
Proposed network with SR model 97.3 97.9 98.6 98.8

4 DISCUSSION AND CONCLUSION

An efficient COVID-19 classification using a modified capsule net-
work has been proposed. This involved the enhancing of the COVID-
19 CXR dataset using the super-resolution CNN technique and mod-
ified capsule network using pre-trained VGG16 as the backbone for
the classification of COVID-19. The evaluation results show that
the proposed model achieves better performance with the ACC of
97.3%, sensitivity of 97.8%, specificity of 96.9%, and AUC of 98%.
These results could effectively assist the radiologists to diagnose
COVID-19 from other pneumonia-related diseases while saving
screening time.

We conducted ablation study to examine how hyper-parameter
tuning can enhance the performance of our proposed capsule net-
work model. Different optimizer were examined at different learn-
ing rate and dropout as depicted in Table 4, Table 5, and Table 6.
It is clear that Adam optimizer at a learning rate of 0.0001 and
dropout of 0.50 achieved the highest ACC of 97.3% according to
Table 4. It is worth mentioning that Adam optimizer is far more
robust compared to the other optimizer (RMSProp and SGD) due
to its computational efficiency.

More so, on the verge to further evaluate the wide application
of our proposed network on other medical diseases, we consid-
ered a common medical disease known as retinopathy. In this case,
we considered a two category of our dataset which is retinopa-
thy with referable diabetes symptoms and non-referable diabetic
symptoms as presented in Table 7. Table 8 shows the effectiveness
of our proposed network in comparison with selected pre-trained
models when applied to other medical disease. For the same hyper-
parameter tuning, our proposed model achieved satisfactory perfor-
mance when applied to retinopathy disease from fundus images as
seen in Table 8. Table 9 presents the results in terms of ACC, SEN,
SPE, AUC, and the computational time of our proposed capsule
network with super resolution model and without super resolution
model.

It is worth mentioning how our proposed model is different from
the other models presented in Table 2. The utilization of pooling
layers for down-sampling operations usually lead to loss of spatial
details. However, it is obvious that the decline in performance of
the other models is attributed to the loss of spatial details during
the high-level feature extraction stage which in the case of our

101

Grace, et al.

proposed model, the high-level features are preserved. More to the
point, traditional capsule network do not utilize pooling layers and
as a consequence, more computational time is required and the
dimensionality of the features are increased when compared to
traditional CNN models but achieves higher ACC. To address the
bottleneck associated with computational time of capsule network,
we introduced wavelet pooling as an effective down-sampling op-
eration that reduces the dimensionality of the features and at the
same time, prevent the loss of spatial details. Additionally, our pro-
posed model has a computational time that is much lower than
most of the traditional pre-trained CNN models as compared in
Table 8.

Our future work will seek to experiment more works by consid-
ering the following:

e Applying other hyper-parameter tuning technique while
having more dataset size.
e Applying the same technique on other medical diseases.
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